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ABSTRACT 
 

Aims: Tackling scheduling issues with the most optimal graph coloring algorithm has consistently 
posed significant difficulties. The university scheduling problem can be expressed as a graph 
coloring problem, where courses are depicted as vertices and the connections between courses 
that have common students or teachers are represented as edges. Subsequently, the task at hand 
is to assign the vertices with the minimum number of colors. In order to accomplish this task, this 
paper present a graph coloring technique to conflict free university course timetabling using first fit 
algorithms.  
Methodology: The conflict graph is partitioned into a set of independent color classes to be 
assigned time slots and transformed into a conflict-free timetable. The Ladoke Akintola University 
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of Technology (LAUTECH) University Course Timetabling Data was adopted. The allocation of 
venue based on the allotted time slots is done using first fit packing algorithm. The proposed model 
is implemented using Python programming language. The developed model had courses being 
represented as vertices and edges. The course conflict graph was created based on the acquired 
dataset using vertices-edges relationship diagram. The implemented model is evaluated in terms of 
Halstead complexity metrics: Program Volume (PV), Program Length (PL), Program Effort (PE), 
Program Difficulty (PD) and Execution Time (ET). The PV, PL, PE, PD and ET values obtained for 
the implemented model are 18.45kbits, 0.51, 1037684, 1.97 and 20.45 secs, respectively.  
Conclusion: The proposed model shows a significant improvement over the existing models by 
producing conflict-free course timetabling problem with better evaluation results. This work will be 
highly useful in solving various scheduling, optimization and NP-hard related computational 
problems. 
 

 
Keywords: First fit algorithm; timetabling problem; computational problem; optimization; graph 

coloring; vertices; conflict graph.  
 

1. INTRODUCTION 
 

institution course scheduling is the allocation of 
specific time slots to the courses offered by an 
institution within a specific semester [1]. The time 
slots must be allocated in a way that ensures no 
two courses with the same students and 
teachers are assigned the same time slot. Many 
colleges often employ a manual implementation 
procedure, where teaching staff or other 
designated individuals are responsible for 
scheduling their courses [2]. The manual process 
driven by humans may be efficient for a system 
with a limited number of courses, students, and 
teachers. However, as the number of courses, 
students, and teachers increases, this process 
can result in significant wastage of human effort 
and time, as well as potential conflicts in finding 
solutions. Since [3], there has been significant 
research interest in automating course 
scheduling as a means to tackle this issue. 
 
Graph theory encompasses three primary 
variations of the graph coloring problem. The 
three types of coloring used in graph theory are 
vertex coloring, edge coloring, and face coloring. 
Vertex coloring is the act of assigning colors to 
the vertices of a graph in a way that ensures no 
two adjacent vertices have the same color. The 
scheduling of a university timetable can be 
represented as a vertex coloring issue. Vertex 
coloring, also known as graph coloring, is a 
suitable approach as other graph coloring 
problems can be transformed into vertex coloring 
problems. This practice has been consistently 
applied in this study. In the context of a graph G, 
k-coloring is the act of assigning k distinct colors 
to the vertices of G, so that no two adjacent 
vertices have the same color. The colors are 
represented by non-negative integers ranging 

from 1 to k. The chromatic number of graph G is 
the smallest value of k for which there exists a k-
coloring of G. The chromatic number of a graph 
G is denoted as X(G) and is within range [4,5]. 
 
Several algorithms now exist for addressing the 
issue of university schedule scheduling, including 
constraint-based algorithms, genetic algorithms, 
local search algorithms, and backtracking 
algorithms. The current algorithms have some 
shortcomings. They may lack efficiency, fail to 
discover the ideal solution, struggle with complex 
restrictions, have difficulty scaling to large-scale 
issues, and be computationally expensive.  
 
Creating a comprehensive course scheduling 
report that satisfies all the limitations manually is 
an arduous and time-consuming effort for the 
teaching staff at Ladoke Akintola University of 
Technology. Implementing even little changes 
can disrupt the entire schedule, making it 
challenging to modify the course plan and 
implement a more effective strategic approach. 
The primary aim of this work is to substitute this 
laborious procedure with efficient graph coloring 
methods, specifically First Fit, for resolving the 
problem. This work provides a graph coloring 
technique for conflict-free university course 
timetabling utilizing first-fit algorithms.  
 

1.1 Related Work 
 
Several studies have been conducted over the 
years on graph coloring difficulties. Within this 
area, we shall examine the graph coloring 
alternatives as a means to tackle the issue of 
course scheduling. In their work, the authors in 
[6] conducted a comparative analysis of graph 
coloring algorithms, evaluating their solution 
correctness and execution times. The authors 
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introduced a course timetable scheduling system 
in [7,8] that utilizes a graph coloring technique. 
Their primary focus is on college course 
scheduling, which involve specific and rigid limits 
as well as more flexible constraints. In addition, 
they examined a problem involving the 
scheduling of teachers and subjects. They 
utilized two different graph coloring techniques 
and successfully supplied a comprehensive 
solution. In [9], the researcher expressed a worry 
over the issue of scheduling course timetables. 
The adoption of diverse graph coloring 
algorithms includes the Saturation algorithm, 
Degree of Saturation Algorithm, Simulated 
Annealing algorithm, and Greedy algorithm. The 
graph coloring algorithm is meant to minimize 
clashing schedules.  
 
The authors in [10] introduced a university 
examination scheduling system that utilizes a 
graph coloring algorithm grounded in RFID 
technology. The present study investigates the 
exam timetabling problem through the application 
of several artificial intelligence techniques. In 
their study, the researcher in [11] introduced an 
innovative method of graph coloring to address 
the challenges of university course timetabling 
problems. The Welch Powell algorithm was 
utilized to construct graph coloring, which 
enables the generation of class schedules. The 
author in [12] suggested a method for scheduling 
timetables using graph coloring. They create a 
comprehensive system that can handle the 
constantly evolving needs of huge educational 
institutions and offers effective course 
scheduling. The authors in [13] utilized a coloring 
scheduling technique to create college course 
timetables in an automated manner. They 
suggested an algorithm that will take into account 
all necessary constraints from the perspectives 
of both the students and teachers. The authors in 
[14] introduced automata-based approximation 
techniques to address the least vertex coloring 
problem. These algorithms were compared with 
established coloring algorithms.  
 
The alternative graph coloring approach was 
introduced in [15] for the purpose of timetabling 
courses at a university. This strategy involves 
modeling and solving the timetabling problem 
using graph coloring techniques. In addition, they 
provide a university schedule that includes room 
allocations while utilizing an alternative graph 
coloring technique. The authors in [16] presented 
a graph coloring approach to address the 
University Course Timetabling Problem. They 
suggested a novel method to address the 

recurring course scheduling challenges faced by 
educational institutions.  
 
The author introduced a graph coloring technique 
in [17] to enhance the optimization of solutions 
for the timetabling problem. A university 
timetabling system was created in [18] using 
graph coloring, which is capable of managing 
several typical timetabling functionalities. In 
addition, they also create standard scheduling 
functionalities that may be managed within the 
system. The paper introduces a novel approach 
by combining a memetic teaching learning-based 
optimization algorithm with a robust tabu search 
algorithm to address the graph coloring problem 
[19]. 
 
For this study, which aims to compare the 
effectiveness of various graph coloring 
algorithms in solving the university timetable 
scheduling problem, a comprehensive literature 
review has been conducted to understand the 
different methods and techniques that have been 
previously suggested. This review facilitated the 
identification of deficiencies in the current 
understanding and aided in the formulation of 
research objectives and questions that directed 
the investigation. Moreover, it aided in 
establishing the theoretical underpinnings of the 
study and served as a platform for selecting the 
most suitable approaches and procedures for the 
research. The literature evaluation was crucial in 
influencing the research technique and 
facilitating a thorough comprehension of the 
area, hence allowing us to successfully 
accomplish the research objectives and derive 
significant conclusions from the study.  
 

2. METHODOLOGY 
 
The method was able to find adaptable, conflict-
free solutions to course scheduling issues by 
using the graph colouring technique. Students 
should not take more than five classes per day, 
only one class should be in session at any given 
time, and students should register for classes in 
advance before making their schedules; these 
were the assumptions used to build the model. 
The first fit was used in the development of the 
system as shown in algorithm 1. Fig 1 shows the 
flow diagram for the next stages to solve the 
course scheduling problem. 
 
i. Acquisition of course data: the course data 

of LAUTECH for 2015/ 2016 session (rain 
and harmattan semester) were assembled 
that serve as input to our problem 
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instance. Each course to be scheduled 
constitutes a data entry, containing 
required or optional information. 

ii. Modeling of course conflict graph from 
university course data: the course data 
from the university were used to create 
conflict graph such that each course 
represents the vertices and the edges 
denote connection or relationship between 
each pair of conflicting courses. 

iii. Coloring of the course conflict graph: the 
vertices and edges representing the 
courses and their relationships were 
colored with the different color set if each 
pair of vertices shares the same edges and 
same color if adjacent to produce conflict-
free university course timetable. 

iv. Transforming of coloring into conflict free 
timetable. 

v. Venue allocation for the course: the 
venues were assigned to each course by 
considering the number of students’ 
enrolment and the room capacity. 

 

2.1 First Fit Algorithm 
 
This algorithm utilizes a straightforward heuristic 
method by assigning the color that is least 

accessible to a vertex. It begins with the first 
vertex in the graph and continues in a sequential 
manner. The First Fit Algorithm (FF) is both 
simpler and more efficient than previous greedy 
algorithms [20,21]. It is employed as an online 
algorithm for the dynamic coloring of graphs 
[22,23]. This refers to a situation where requests 
are received in a dynamic and unpredictable 
manner [24,25]. The procedure begins by 
creating an array called "colors" to record the 
colors assigned to each vertex. For every                   
vertex, v, in the graph, the procedure                       
assigns the smallest color that is currently not 
being used to the vertex and marks the color as 
used. Algorithm 1 provides a comprehensive     
and sequential breakdown of the algorithmic 
process. 
 

2.2 Data Acquisition  
 
During the acquisition of these data, it was 
generally assumed that student will not take 
more than five courses per day, one                          
course will take place in a particular                        
venue at a time and the number of                         
students registered for particular courses are 
known prior to preparing the university course 
timetable. 

 

Acquisition of course data

Modeling of course conflict graph from university 
course data

Coloring of the course conflict graph

Transforming of coloring into conflict free timetable

Venue allocation for the course

 Result Evaluation

 
 

Fig. 1. Flow diagram of the develop system 
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Algorithm 1 First Fit 

for i <- l to n do 
      color[i]=-l used[i]= false 
end 
for u -l to n do 
     for v -l to n do 
           if adj[u][v] equals O then 
           end 
               continue 
          c = color[v] 
          if c equals -1 then 
          end 

continue 
         used[c] = true 
    end 
    for c <- 1 to n do 
        if used ļc] equals 0 then 
             color[u] = c break 
       end 
    end 
    for i <- l to n do 
          used[i] = false 
    end 
end 

 
i. CourseID: The CourseID identified the 

name of the course along with course 
code, for instance (CSE 201) as guided by 
either the faculty or university. The 
CourseID must be unique. 

ii. LecturerName: The LecturerName contain 
the name of the lecturers in charge of 
particular course identified by their last 
name, first name and middle name. For 
instance, Oyeleye, A.K. 

iii. NUM-DAYS: The NUM-DAYS indicate the 
number of days that each course was 
offered per week. The NUM-DAYS may be 
“3” which indicate that particular course will 
be offered three times in a week or “2” 
which indicate that particular course will be 
offered two times in a week or “1” which 
indicate that particular course will be 
offered only once in a week and 4 is no 
preference. 

iv. DAYS: The DAYS will contain preference 
for the days of the week that the course 
was offered. DAYS  likes “Monday =M, 
Tuesday =T, Wednesday =W, Thursday = 
Y, Friday = F”. No lectures on                       
Saturday and Sunday. It is assumed                    
that courses taking place three                        
times per week will be on M, W                        
and F. Courses taking place two times per 
week will be T and Y while course                
taking place one time will be on M, T, W, Y 
or F. 

v. RM-TYPE: The RM-TYPE contains 
preference for the type of the venue that 
the lecture is due to take place, as directed 
by the type of the lecture. 

vi. RM-SIZE:   The RM-SIZE specify the 
expected enrollment of the course, that is, 
the number of students that register for 
particular course determined the size of 
the venue that will be schedule for such 
lecturer. The RM-SIZE should have 
capacity enough to occupy the number of 
student register for the course. 

vii. TIM-DAY: The TIM-DAY contains the time 
of day the lecture is due to take place 
whether in the Morning = 1, Afternoon = 2, 
Evening = 3 and No preference = 4.  

 
2.2.1 Creation of course conflict graph using 

vertices – edges relationship 
 
The course conflict timetabling graph G was 
created using the provided university course data 
for the specific academic session. The course 
conflict graph was generated utilizing university 
course data as input. The course conflict graph 
consists of vertices that represent individual 
courses, and edges that connect pairs of 
conflicting courses represented by the vertices. 
These edges illustrate the relationship between 
each course. The model for solving the course 
timetabling problem takes into account both hard 
constraints and soft constraints. The ideal 
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solution is shown in Tables 3.1a-b.  Typically, it is 
expected that students will not enroll in more 
than five courses per day. The amount of time 
allotted to each course is determined by the 
number of units and the number of students who 
have registered for the courses before the course 
schedule is created. 
 
Given set of n courses {C1, C2, C3,…….., Cn} to be 
scheduled. Each course Ci represented by 
exactly one vertex Vi in G. Therefore, G contains 
n vertices, and V (G) = {V1, V2, . . ., Vn}. Each 
vertex in G is first classified as belonging to 
exactly one of ten “groups”, depending on its 
corresponding course’s NUMDAYS, DAYS, and 
TIM-DAY entry: 

 
i. Group 1: Courses with NUM-DAY=3, 

DAYS= MWF and TIM-DAY =1 
ii. Group 2: Courses with NUM-DAY=3, 

DAYS= MWF and TIM-DAY =2 
iii. Group 3: Courses with NUM-DAY=3, 

DAYS= MWF and TIM-DAY =3 
iv. Group 4: Courses with NUM-DAY=3, 

DAYS= MWF and TIM-DAY =4 
v. Group 5: Courses with NUM-DAY=2, 

DAYS= TY and TIM-DAY =1 
vi. Group 6: Courses with NUM-DAY=2, 

DAYS= TY and TIM-DAY =2 
vii. Group 7: Courses with NUM-DAY=2, 

DAYS= TY and TIM-DAY =3 
viii. Group 8: Courses with NUM-DAY=2, 

DAYS= TY and TIM-DAY =4 
ix. Group 9: Courses with NUM-DAY=4 
x. Group 10: Courses with NUM-DAY=1. 
 
The course data depicting vertices in the conflict 
graph were categorized based on number of 
days, time of day and days of the week. The 
grouping was done as presented in Fig. 2. 
 
The edges indicated the pairs of courses that do 
not want to be schedule at the same time. The 
edges were added to the conflict graph based on 
the hard and soft constraints such that if Lecturer 
Name is the same for given pair of courses 
(course1 and course2), such pair of courses 
cannot be schedule at the same time because 

the Lecturer Name cannot teach the two courses 
at the same time. Also, if the RM-TYPE request 
for pair of courses is the same, such pair of 
courses cannot be schedule at the same time, 
because it is assumed that only one course will 
occupy the room at any given time.  

 
Considerations were also given to the NUM-
DAY, TIM-DAY and DAYS preference when 
adding edges to the course conflict graph. Edges 
can be added to each of the group to reflect the 
preference for NUM-DAY, TIM-DAY and DAYS 
as follows. From Fig. 2, Groups 1-4 were 
separated from Groups 5-8 while Group 9 and 10 
were outside the circle. 
 
i. each vertex in Group 1 and each vertex in 

Group 5 
ii. each vertex in Group 1 and each vertex in 

Group 6  
iii. each vertex in Group 1 and each vertex in 

Group 7  
iv. each vertex in Group 1 and each vertex in 

Group 8 
v. each vertex in Group 2 and each vertex in 

Group 5  
vi. each vertex in Group 2 and each vertex in 

Group 6  
vii. each vertex in Group 2 and each vertex in 

Group 7  
viii. each vertex in Group 2 and each vertex in 

Group 8  
ix. each vertex in Group 3 and each vertex in 

Group 5  
x. each vertex in Group 3 and each vertex in 

Group 6  
xi. each vertex in Group 3 and each vertex in 

Group 7  
xii. each vertex in Group 3 and each vertex in 

Group 8  
xiii. each vertex in Group 4 and each vertex in 

Group 5  
xiv. each vertex in Group 4 and each vertex in 

Group 6  
xv. each vertex in Group 4 and each vertex in 

Group 7  
xvi. each vertex in Group 4 and each vertex in 

Group 8  
 

Table 1. Hard constraints 
 

HC Description 

HC1 Two courses taught by same lecturer cannot take place same time 
HC2 
HC3           
HC4                                                                                                                                                     

Two courses with the same venue should not be scheduled at the same time 
Courses that enrol same set of students cannot be scheduled at the same time. 
Lecturer must be available at the time the course is scheduled.  
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Table 2. Soft constraints 
 

SC Description 

SC1 Lecturer must have time preference for the scheduled course. 
SC2 
SC3                                                                                                                                                                                                                                          

Lecturer must have specific room request 
Room must be large enough to contain students for particular course.  

 

 
 

Fig. 2. Partitioning of Courses of Conflict Graph into Groups 
 

Edges from groups 1-4 can be added to the 
group 5-8 to reflect NUM-DAYS and DAYS as 
depicted in the Fig. 3 to indicate those 
constraints that cannot be schedule at the same 
time.  
 

Also, edges from Group 1,2,3,5,6,7,8 and 9 can 
be added to reflect preference for TIM-DAY as 
illustrated in Fig. 4; 
 

xvii. vertex in Group 1 and each vertex in 
Group 2  

xviii. vertex in Group 1 and each vertex in 
Group 3 

xix. vertex in Group 2 and each vertex in 
Group 3 

xx. vertex in Group 5 and each vertex in 
Group 6  

xxi. vertex in Group 5 and each vertex in 
Group 7 

xxii. vertex in Group 6 and each vertex in 
Group 7 

 

Edges can be added to reflect for TIM-DAY 
where preference is “4”. 
 
i. each vertex in Group 3 and each vertex vi 

in Group 4, if the TIME-OF-DAY 
preference of the corresponding course Ci 
= “4”. 

ii. each vertex in Group 7 and each vertex vi 

in Group 8, if the TIME-OF-DAY 
preference of the corresponding course Ci 
= “4”. 

 
As a result of adding such edges, courses that 
request to meet “not in the evening” would 
ultimately not be scheduled for evening time 
slots.  Vertices in Group 9 correspond to courses 
with NUM DAYS = “-”.\ 

 
Group 9 and 10 which are outside the partition 
set of the conflict graph. To reflect any TIME-OF-
DAY preferences for courses represented by 
vertices in Group 9, edges can be added to the 
conflict graph G in the following manner. For 
each vertex Vi in Group 9 corresponding to a 
course Ci, edges were added as depicted in Fig 
5: 
 
i. each vertex in Group 9 and each vertex in 

Groups 2, 3, 6, and 7, if the TIME-OF-DAY 
preference of Ci = “1” (i.e., “morning”), or 

ii. each vertex in Group 9 and each vertex in 
Groups 1, 3, 5, and 7, if the TIME-OF-DAY 
preference of Ci = “2” (i.e., “afternoon”), or 

iii. ach vertex in Group 9 and each vertex in 
Groups 1, 2, 5, and 6, if the TIME-OF-DAY 
preference of Ci = “3” (i.e., “evening”), or 
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iv. each vertex in Group 9 and each vertex in 
Groups 3 and 7, if the TIME-OF-DAY 
preference of Ci = “4” (i.e., “not in the 
evening”). 

 
Vertices in Group 10 correspond to courses with 
NUM DAYS = “1”. Such courses 
will be scheduled to meet for 1 day per week 
Monday, Tuesday, Wednesday, Thursday or 
Friday. The edges can be added to the Group as 
follows as indicated in Fig. 6: 
 
v. each vertex in Group 10 and each vertex in 

Groups 5, 6, 7, and 8, if the DAY 
preference of Ci= “M”, “W”, or “F”, or 

vi. each vertex in Group 10 and each vertex in 
Groups 1, 2, 3, and 4, if the DAY 
preference of Ci= “T” or “Y”, and 

vii. each vertex in Group 10 and each vertex in 
Groups 2, 3, 6, and 7, if the TIME-OF-DAY 
preference of Ci = “1”, or 

viii. each vertex in Group 10 and each vertex in 
Groups 1, 3, 5, and 7, if the TIME-OF-DAY 
preference of Ci = “2”, or 

ix. each vertex in Group 10 and each vertex in 
Groups 1, 2, 5, and 6, if the TIME-OF-DAY 
preference of Ci = “3”, or 

x. each vertex in Group 10 and each vertex in 
Groups 3 and 7, if the TIME-OF-DAY 
preference of Ci = “4”. 

 

 
 

Fig. 3. Vertices-edge relationship diagram based on num-days and days 
 

 
 

Fig. 4. Vertices-Edges relationship diagrams based on Tim-Day 



 
 
 
 

Ogunkan et al.; Asian J. Res. Com. Sci., vol. 17, no. 5, pp. 125-139, 2024; Article no.AJRCOS.113793 
 
 

 
133 

 

2.2.2 Coloring of the course conflict graph 
using graph coloring technique 

  
The proper coloring of the vertices of the conflict 
graph to construct a conflict-free timetable was 
done using graph coloring. The technique ranks 
the color classes by the number of vertices 
currently in color set and search the ranked list in 
ascending order. SFSG provide the most 
balance and evenly distributed color classes.  
The techniques assigned each vertex of the 
graph to a color class and each vertex 
represents course to be scheduled. The vertex of 
the conflict graph examines one vertex at a time 
in ascending order and each vertex was colored 
with one of the existing colors, if it is not possible 
to color the vertex with existing color, new color 
class set was created and vertex assigned to the 
new color class. 

 
Each of the vertices of conflict graph 
corresponding to course to be schedule has 
been grouped into ten (10) groups and was color 
in group order; first by coloring all the vertices in 
Group1, Group2, Group3, Group4, Group5, 
Group6, Group7, Group8, Group9 and Group10. 
Based on the order of NUM-DAY, TIME-DAY and 
DAYS using vertices-arcs relationship for each of 
the group. Each vertex corresponds to exactly 
one course that was scheduled, so ordering the 
vertex in each of the group corresponds to 
ordering the courses corresponding to the 
vertices in that group. The courses or vertex 
within each group was ordered either by using 
the CourseID, Lecturer Name and RM-SIZE. 

 
2.2.3 Transformation of the coloring into 

conflict-free timetable 
 

The proper coloring of conflict graph was 
transformed to a conflict-free timetable, which is 
denoted by T (G) is a very vital step. In the 
coloring of conflict graph, each vertex in the 
conflict graph corresponds to the courses that 
were scheduled and each edge correspond to 
the pair of courses that conflict. The proper 
coloring of the conflict graph, where each color 
class represent non-overlapping time period, as 
a result, conflict graph was transformed into 
conflict-free timetable. Each course will be 
assigned to time period designated by the color 
of its corresponding vertex in conflict graph. 
 
The goal is to properly color the vertices of our 
conflict graph using one of the above additions of 
edges to the vertices using vertices-arcs 
relationship based on NUM-DAY, TIM-DAY and 

DAYS variation and thereby partition our vertices 
into independent color classes. These color 
classes designate sets of courses which can 
safely be assigned to the same time slot without 
conflicts. Vertices corresponding to courses 
which cannot be assigned to the same time slot 
due to potential conflicts will be colored with 
different colors in our model. 

 
2.2.4 Venue allocation for courses  

 
The graph coloring technique partitioned courses 
into a set of independent color classes from 
which time slots can be assigned. The algorithm 
does not also assign each course to an 
appropriate classroom. To assign already 
timetabled courses to classroom, a concept 
based on bin packing algorithm was used for the 
allocation of venues to courses. The bin packing 
problem is stated as follows: Given a finite set U 
= {u1, u2, . . . , un} of “items”, a positive integer 
“size” S(u) ∈ Z+ for each item u ∈ U, a positive 
integer bin capacity B, and a positive integer k, 
find a partition of U into k disjoint subsets U1, U2, 
. . . , Uk such that the sum of the sizes of the 
items in each Ui is no more than B. Each subset 
Ui is viewed as specifying a set of items to be 
placed in a single “bin” of capacity B. 
 
The “items” to pack are the n courses u1, u2, . . . , 
un, and the “bins” are the m available classrooms 
r1, r2, . . . , rm. The “size” S(ci) of course ci is the 
expected enrollment or maximum enrollment of ci 
for instance, in the course data field (CLASS 
SIZE or CLASS MAX SIZE). Each classroom can 
hold at most one course, so there will be at most 
one “item” in each “bin”. Furthermore, each “bin” 
that is, each room rj has its own size or capacity, 
denoted S(rj). 

 
The first-fit packing algorithm places the course 
in the venue or lecture room, one at a time in the 
order of increasing index, that is, it places the 
next course into the lowest-indexed lecture room 
for which the expected or maximum enrolment in 
that lecture room is not greater than course place 
in that lecture room. This produces full solution to 
the course timetabling problem in which all the 
hard constraints and slightly alter to maximize 
the number of soft constraints satisfied. 
 

2.3 Halstead Software Complexity Metrics 
 

Halstead software complexity metrics are used to 
evaluate the performance of the developed 
model. There are number of distinct operators 
and operands denoted as n1 and n2 respectively. 
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Also, total number of operators and operands are 
denoted as N1 and N2. The following are the 
parameters used to evaluate the performance of 
the developed model which includes Program 
vocabulary (n), Potential minimum volume (V*), 

Program difficulty (D), Program level (L), 
Program volume (V), Program effort (E) and 
Estimated Program length (N). Table 3. denoted 
all the considered Halstead metrics with their 
respectively defined parameters. 

 

 
 

Fig. 5. Vertices-Edges relationship diagram for Group 9 based on Tim-Day 
 

 
                     

Fig. 6. Vertices-Edges relationship diagram for Group 10 based on Num Days 
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Table 3. Halstead software complexity metrics and parameters 
 

Software Metrics Formulae 

Number of distinct operators n1 
Number of distinct operands n2 
Total number of operators N1 
Total number of operands N2 
Estimated Program length N= N1 + N2 

Program Vocabulary n = n1 + n2 
Program Volume V = Nlog2n 
Potential minimum volume V*= (2 + n2) log2 (2+ n2) 
Program length L = V* / V 
Program effort E =V/ L 

 

3. RESULTS AND DISCUSSION 
 

3.1 Experimental Results 
 

The dataset used for this experiment was 
obtained from course timetable of LAUTECH, 
Rain and Harmattan 2015/ 2016 with 740 
courses and 72 venues. All computations were 
performed using Python 3.6, Django web 
framework version 2.2 which runs on Window 10 
OS with Processor core i7 2.8GHz, secondary 
storage of 256 GB SSD, RAM 8GB.  Experiment 
was conducted using smallest-first-search-
greedy graph coloring technique on the dataset 
to produce course conflict graph G with 740 
vertices (one vertex for each of the 740               
courses to be scheduled) and 208089 edges 
(reflecting potential timetabling conflicts due to 
HC and SC). 
 

3.2 Graph Coloring Results based on 
Halstead Complexity Software 
Complexity Measures  

 
The parameters used in measuring the Halstead 
software complexity metrics are; No of distinct 
operators (n1), No of distinct operands (n2), Total 
number of operators (N1), Total number of 
operands (N2), where N = (N1+N2) and n = 
(n1+n2). The results for measuring the complexity 
of graph coloring technique is presented in Table 
4. 
  
3.2.1 Program Volume (V) 
 

The unit of measurement of program volume is 
the standard unit for “bits”. It is the actual size of 
a program if a uniform binary encoding for the 
vocabulary is used. The program volume V is the 
information contents of the program measured in 
bits needed to encode the program. Table 5 
revealed that Graph coloring technique has V of 
18.45 kbits. 

3.2.2 Program Level (L) 
 
The value of program level ranges between zero 
and one, with L= 1 representing a program 
written at the highest possible level, that is, with 
minimum size. The program level is the measure 
of a person's ability to understand a program. 
Table 5 shows that graph coloring technique has 
program level of 0.506. The result revealed that 
graph coloring takes less effort to developed and 
not difficult to understand.  
 
3.3.3 Program Effort (E) 
 
The unit of measurement of programming effort 
is elementary mental discriminations required to 
implement the program and also the effort 
required to read and understand the program. 
Table 5 indicates that 1037684 elementary 
mental discrimination is required to construct the 
program, which takes a longer time to produce. 
 
3.3.4 Program Difficulty (D) 
 
The difficulty level of the program is proportional 
to the number of the unique operator in the 
program. Table 5 revealed that graph coloring 
technique has difficulty level (D) of 1.9728.  It 
implies that it is not difficult to understand. 
 
3.3.5 Program size 
 
The program size is the amount of disk space 
occupied by the program and it is measured in 
bits or bytes. Graph coloring technique has a 
program size of 5.87 mb. 
 
The various Halstead software complexity 
parameters used for the graph coloring is 
represented by Fig. 1. The program effort (E) 
with highest value indicates that mental 
discrimination to construct graph coloring 
program is huge. The program level (L) with the 
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minimum value indicates that it takes less effort 
to develop. In terms of program difficulty (D), 
implies that the program is not much difficult to 
understand because the number of                    
unique operators is proportional to the program 
difficulty. 
 

3.4 Performance Evaluation of Graph 
Coloring Results Based on Execution 
Time 

 

The graph coloring technique was evaluated in 
terms of computational time taken to perform and 
verify the whole coloring from the course conflict 

free graph. The chromatic number X(G)of the 
graph, which is the minimum number of colors to 
properly colored the graph (G) is equal to11. All 
computations were performed using Python 3.6 
version, Django web framework version 2.2 
which runs on Window 10 OS with Processor 
core i7 2.8GHz, secondary storage of 256 GB 
SSD, RAM 8GB.   Fig. 5 represent the color 
classes of the various courses with their 
respective sizes. The C1, C2, C3, C4, C5, C6, C7, C8, 
C9, C10 and C11 represented color classes for 
each of the course’s distribution with the sizes of 
55, 232, 165, 120, 60, 20, 38, 10, 12, 15 and 13 
respectively. 

 
Table 4. Data obtained for measuring the complexity of graph coloring technique 

 

Parameters for Halstead Complexity Graph coloring Technique 

No of distinct operators (n1) 15 
No of distinct operands (n2) 20 
Total number of operators (N1) 3447 
Total number of operands (N2) 150 
N i.e. (N1+N2) 3597 
n i.e. (n1+ n2) 35 

 

Table 5. Data obtained during and after execution of graph coloring technique 
 

Parameters Graph Coloring 

Potential minimum Vol.(V*) 9351 
Program Difficulty (D) 1.9728 
Program Level (L) 0.5069 
Program Volume (V) 18.45 kbits 
Program Effort (E) 1037684 
Estimated Prog.Length (N)                                                 174.7 

 

 
 

Fig. 7. Halstead software complexity measures for graph coloring technique 
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Fig. 8. Bar chart showing performance of graph coloring based on execution time 
 
From the computations performed, the coloring 
time was 20.56 secs to color the whole dataset 
that was used for the experiment. The color class 
(C2) with the highest size (232) takes much 
coloring time while (C7) with the lowest size (10) 
was executed very faster. The color classes with 
smaller number of sizes were given low priority 
while developing the university course 
timetabling while the color classes with higher 
number of size were given high priority. 
 

4. CONCLUSIONS 
 
This study thoroughly investigated the university 
course timetabling, which is a problem classified 
as NP-hard, by employing the First Fit Algorithm. 
The dataset utilized in this study was obtained 
from Ladoke Akintola University of Technology 
(LAUTECH), located in Nigeria. The obtained 
dataset is used as an input for creating a 
computational model to solve university 
timetabling problems. This model utilizes the 
technique of graph coloring to ensure that both 
the hard and soft constraints are satisfied 
optimally. The result is a timely and conflict-free 
timetable that is acceptable to both students and 
school management. 
 
The study showcased computational findings and 
additional observations pertaining to the 
utilization of the new graph coloring model for 

course timetabling, incorporating real data 
gathered from LAUTECH. The results highlighted 
the efficacy of the enhanced graph coloring 
techniques utilizing greedy search, particularly 
those that incorporated intelligent color searching 
and vertex ordering to rapidly generate a 
timetabling solution that met both the rigid and 
flexible criteria.  A more efficient graph coloring 
technique utilizing a greedy search algorithm 
demonstrated notable enhancements in terms of 
substantial time reduction and reduced utilization 
of computational resources. The course 
timetabling problem's hard and soft restrictions 
were fully resolved by employing an enhanced 
graph coloring method with a greedy search 
algorithm. Utilizing graph coloring as a 
preprocessing technique in the bin algorithm 
system yields an optimal and satisfactory 
solution for resolving the course timetabling 
problem. The study is available for more 
investigation. It is strongly advised to                       
combine meta-heuristic algorithms, such as the 
firefly algorithm, bat algorithm, and                           
artificial bee colony, with the graph                       
coloring technique in order to enhance 
performance.  
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