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Abstract: End-to-end deep learning approach has greatly enhanced the performance of speech 

recognition systems. With deep learning techniques, the overfitting stills the main problem with a little 

data. Data augmentation is a suitable solution for the overfitting problem, which is adopted to improve 

the quantity of training data and enhance robustness of the models. In this paper, we investigate data 

augmentation method for enhancing Arabic automatic speech recognition (ASR) based on end-to-end 

deep learning. Data augmentation is applied on original corpus for increasing training data by 

applying noise adaptation, pitch-shifting, and speed transformation. An CNN-LSTM and attention-

based encoder-decoder method are included in building the acoustic model and decoding phase. This 

method is considered as state-of-art in end-to-end deep learning, and to the best of our knowledge, 

there is no prior research employed data augmentation for CNN-LSTM and attention-based model in 

Arabic ASR systems. In addition, the language model is built using RNN-LM and LSTM-LM methods. 

The Standard Arabic Single Speaker Corpus (SASSC) without diacritics is used as an original corpus. 

Experimental results show that applying data augmentation improved word error rate (WER) when 

compared with the same approach without data augmentation. The achieved average reduction in WER 

is 4.55%.      
 

Keywords: Arabic Speech Recognition, Data Augmentation, CNN-LSTM, RNN-LM, Attention-based 

Model. 
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Automatic Speech Recognition (ASR) is a task used to convert speech waves or signals to its mapping 

sequence of words or units using a determined algorithm [1]. These sequences are represented like the 

human transcription. The observations of speech vectors are used for representing input of speech 

audios [2]. ASR has a wide area of information technology (IT) applications; it employs in many IT-

solutions and applications for civil and industrial areas such as; Human-Computer Interaction (HCI), 

voice applications, automatic language translation, and many via-voice systems [3]. ASR plays an 

important role to help persons to understand each other from a different society.  In addition, it is a 

technology that makes disabled people communicate with society. It can able to make life easier and 

very promising [4]. 

End-to-end ASR is an approach which is used to build ASR system in one package. It maps the acoustic 

features with transcriptions directly [5]. The main purpose of end-to-end ASR is to simplify building 

ASR systems using one network hierarchy within new techniques of deep learning. The models of end-

to-end ASR used only acoustic and language data and do not need the linguistic knowledge. These 

models will be trained using a single algorithm [5]. Therefore, end-to-end approach allows us to build 

ASR systems with little knowledge of speech processing. The end-to-end ASR architecture has various 

types such as recurrent neural network (RNN), convolutional neural network (CNN), long short-term 

memory network (LSTM), attention-based model, and hybrid models [6].  

CNN is an appropriate technique for ASR in order to decrease word error rate (WER) [7]. Local 

correlations and spectral variations properties in speech signal make CNN is good choice for ASR. A 

CNN has new locality and weight sharing properties that are used for processing the noise and shifting 

the frequency in features [8]. LSTM have been successfully applied for ASR to improve the results and 

performance [8]. LSTM includes a memory block for handling the problem of time dependencies 

learning that is obtained from vanishing and exploding gradient methods [7, 8]. Thus, the hybrid CNN-

LSTM is state-of-the-art for Arabic ASR systems. 

There are ASR systems are built for Arabic language. Arabic language is one of the largest Semitic 

languages which still used widely. There are about 300 million that speak it as a native language. Arabic 

language is the fourth language in the world due to the number of Arabic speakers [9]. There are three 

types in Arabic language: a. Classical Arabic; b. Modern Standard Arabic (MSA); c. Dialectal Arabic 

[10]. Arabic ASR is not easy task according to the challenges of Arabic language such as; the language 

data sparseness, lexical diversity, diversity of spoken dialects language, non-diacritized text, and 

complex morphology [10]. 

Arabic language lacks of enough training and corpora for ASR tasks. So, data augmentation technique 

is a good solution for presenting additional training data by adding small perturbations on the initial 

training set [11, 12]. 

In this paper, we propose CNN-LSTM as state-of-art in end-to-end ASR for building acoustic, and 

attention-based models for speech decoding. Data augmentation is applied on the original corpus for 

enhancing the performance and accuracy. Data augmentation process produced additional training data 

by adding noise, pitch-shifting, and speed transformation to the original speech samples. 

The rest of this paper is organized as follows: The works related to Arabic ASR are introduced in 

section 2. Section 3 contains the background for techniques that are used in this work. In Section 4, we 

illustrate the research methodology of the proposed approach. Section 5 explains the experiments and 

the conducted results. Finally, section 6 presents the conclusion and future perspectives. 
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2. Related Work 

 

Al-Anzi et al. [13] presented work for evaluating Arabic ASR based on some of phonological rules. 

These rules include three types, namely Shadda, Tanween, and special letters that affect the 

enhancement of Arabic ASR. The Carnegie Mellon University PocketSphinx speech toolkit was utilizes 

for building acoustic model. They used “in-house” modern standard Arabic speech corpus is used for 

training for testing. 

Alsharhan et al. [14] introduced the work for investigating the effect of characteristic of data on the 

quality of Arabic ASR systems. They presented an analysis the interaction between some methods of 

MSA data (feature selection, data selection, and gender-dependent acoustic models) and dialect Arabic 

data. There are three conditions were applied to enhance Word Error Rate (WER), these conditions are 

MFCCs with 25- dimension, deleting the lowest quality audio, and building acoustic model using a 

grapheme. Then registering variation in dialect and gender are used as features for decreasing WER. 

The acoustic model is built using deep neural network (DNN) in HTK toolkit. The GALE (phase 3) 

corpus used for training and testing the employed model. All experiments decreased WER between 

3.24% and 5.35%. 

Alsharhan et al. [15] investigated the effects of the complex morphology of Arabic on Arabic ASR. The 

different acoustic and language model were built based several transcription that are non-diacriticised 

based grapheme transcription, phoneme-based transcriptions, and dictionary. The SAMA and 

MADAMIRA toolkits were used to generate phoneme-based transcriptions. The HTK toolkit with 

artificial neural network (ANN) was used for building acoustic and language modeling. The GALE 

(phase 3) corpus was used for training and testing the acoustic model. The WER results were obtained 

14.71%, 27.24%, and 21% for Broadcast Conversations (BC), Broadcast Reports (BR), and Combined, 

respectively. 

Khatatneh et al. [16] developed Arabic ASR system for phoneme using neural network (NN) method. 

Pre-processing step is conducted by NN algorithm for improving the performance. They used sampling, 

catching a signal, setting energy, and quantization techniques for enhancing the results. In addition, 

Gaussian Low Pass filtering algorithm is used for handling the noisy signal. They reported that their 

system achieved better results. 

Najafian et al. [17] presented a description for Arabic ASR based MGB-3 and MGB-2 data. Some 

techniques are used to enhance the accuracy and performance such as data preprocessing, data 

augmentation, language model adaptation, and accent determined re-training. Deep learning based 

acoustic modeling topologies was used for building the acoustic model. The 4-gram language model 

was built. The best WER obtained on MGB-3 using a 4-gram re-scoring strategy is 42.25% for a 

BLSTM system, compared to 65.44% for a DNN system. 

Ahmed et al. [18] used different acoustic models for building Arabic ASR system. The decision tree is 

proposed for constructing the pronunciation variant generation. Acoustic model is constructed using 

another native acoustic model. The acoustic model achieved 10.7% WER. 

Ahmed et al. [11] developed and described an Arabic ASR based MGB-5 in Arabic. They applied 

speech augmentation using speed and volume perturbation, data reverberation and music-noise-speech 

injection transformation. CNN with TDNN and TDNN-f were used for building the acoustic model. The 

x-vector and i-vector are combined and used as new features in this system. In addition, language model 
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interpolation, semi-supervised learning, genre adaptation, and lattice-based MBR are proposed and 

combined. The proposed system achieved an average WER of 59.4%. 

Zerari et al. [19] proposed an end-to-end ASR for identifying isolated Arabic words. Recurrent neural 

network (RNN) are utilized to extract the features as fixed-length vectors. In addition, multilayer 

perceptron is suggested to use the feature vectors for classifying words. Network training and encoding 

are conducted using RNN-LSTM/GRU method. They used Spoken Arabic Digit dataset
1
 for training 

and testing. F-measure was reported and achieved 98.77% as accuracy. 

 

3. Methodology 

3.1. Convolutional Neural Network 

 

Convolutional neural network (CNN) is a type of artificial neural networks for processing data that has 

been represented in pattern form. CNN is a suitable method for building deep learning model that has 

been used for object recognition tasks. CNN was presented for decreasing the input data that are 

required for traditional artificial neural network [20]. Convolution, pooling, and fully connected layers 

are considered the components of traditional CNN [21]. Convolution layer is an operation for feature 

extraction, whereas pooling layer is used for decreasing the number values in feature maps. The optimal 

feature maps are transferred into the classifier using fully connected layer [21, 22]. In general, CNN is 

scalable and needs less time for the training process [20]. CNN is considered as an optimal technique 

for enhancing the results when used in computer vision or object detection tasks [20, 23, 24]. CNN has 

properties make it optimal method for other tasks such as speech recognition. These properties are 

locality and weights sharing that are used to decrease the noises and shift the frequencies in signals. In 

addition, the first property reduces the number of weights in the learning network; whereas the 

translational variance is reduced by weights sharing property [7]. Figure 1 illustrates the layers of CNN. 

 

 

Figure 1: CNN Layers [25] 

                                                           
1
 https://archive.ics.uci.edu/ml/datasets/Spoken+Arabic+Digit 
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3.2. Long Short Term Memory Networks 

Recurrent Neural Network (RNN) uses shared hidden state for processing sequential inputs and 

represents them in the activation function. RNN may be able to fetch the previous information to the 

current state for prediction the new information. However, the long term dependency and the vanishing 

gradient represent problems for RNN. So, there are different techniques can handle these problems such 

as Long Short Term Memory Networks (LSTMs) [26].  LSTMs are one kind of RNN that uses four 

interacting layers with a unique communication link [10, 27] as shown in Figure 2. 

 
Figure 2: The Structure of LSTM [27] 

An LSTM consists of a set of cells used as memory units. It send cell and hidden states into the next 

cell. The first step is used to receive the input data. While the second step in LSTM is to determine 

unrelated information to be ignored from the current cell. The next step is updating the cell state by 

determining the important information resulted from the new inputs. In the final step, the output of the 

cell state is filtered to decide the output values [6, 12]. 

3.3. Attention Model 

Attention is a technique which is used for calculating soft alignment of information between input data 

and corresponding labels directly [28]. End-to-end Seq2Seq system is built based on encoder-decoder 

using traditional RNN method. The encoder in this system represents input data by a fixed length 

vector, whereas the decoder is used to encode the output label depends on output of encoder. This 

model has a problem due to machine translation [29, 10]. All inputs are represented by fixed length 

vectors. In addition, each input (word or sentence) will be assigned by the same weight that leads to 

degrade the model performance [29]. Thus, the purpose of Attention mechanism is to solve the encoder-

decoder problems. Using attention method, the encoder encodes each input data into a sequence of 

vectors, whereas the decoder assigns different weights to each input [10, 28]. Speech recognition task is 

a sequence-to-sequence process, so attention method is a suitable method for ASR. Attention-based 

end-to-end model can also be divided into three parts: encoder, aligner, and decoder [28]. Figure 3 

shows the structure of attention model. 
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Figure 3: Attention Model Structure [28] 

3.4. Data Augmentation 

 

The main purpose of deep learning techniques is building an efficient model for improving the results 

and performance, but this model requires large size of training data [22]. There is another technique 

used for solving the limitation of training data namely data augmentation [22]. Data augmentation is a 

method for increasing training data which has been shown to be effective for deep learning training to 

build robust predictions [30, 31, 32]. Data augmentation is a good process for speech recognition task 

because of the lack of enough training data and corpora [11]. In addition, data augmentation is used to 

improve the quality of the amount and variety of training data. This process will enhance the robustness 

of the models and avoid overfitting. There are some used effective methods to avoid overfitting such as 

[33, 34]. In speech recognition, data augmentation includes three types namely time stretching, pitch 

shifting, and Music-Noise-Speech injection [11, 12]. 

 

3.4.1 Pitch-Shifting-Speech Method 

Speed method greatly enhances the performance of speech recognition tasks. It is utilized to resample the original 

speech signal. For man speech in the speech corpus, when the original speed is increased by rate, the new speech 

will be nearest to woman or child voice. We apply speed-speech method to generate new data using 

random length as a uniform distribution between 0.8 to 2 millisecond. This process creates one 

additional copy of the original corpus. 

3.4.2 Pitch-Shifting-Speech Method 

Pitch-Shifting-Speech method is used to produce new data from original data for representing other 

sample in population. It utilized to modify the original speech signal for making it nearest to woman 

and child voice. The Pitch-Shifting-Speech method is configured by adding a random length as a 
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uniform distribution between 1 and 10 Mel scale frequency. This process creates one additional copy of 

the original corpus. 

3.4.3 Noise-Speech injection Method 

Noise-Speech is proposed to produce new data by adding noise signal to original data. A random length 

of noise is selected to have a uniform distribution interval [0.01, 0.1] for Noise-Speech injection 

method. This process creates one additional copy of the original corpus. 

3.5. Data 

 

The Standard Arabic Single Speaker Corpus (SASSC) [35] is used in this work that contains 51K words 

in 7 hours of recording. The 4372 utterances (Audio + diacritized text) are recorded at 96kHz sampling 

rate. It has different classes such as news, date-time, names, number, customer-service, story, 

Miscellaneous, Financial, and traditional. 

3.6. The Proposed System Architecture 

End-to-end ASR is proposed to build an Arabic ASR based on non-diacritized form SASSC corpus, the 

architecture of the proposed system is shown in Figure 4. All details of this system will be presented in 

the next subsections. 
3.6.1. Preprocessing 

In this stage, we used three preprocessing methods to adapt and prepare the data: preparing the 

nondiacritized data, data augmentation, and the required files for training and testing processes. 

 

A. Preparing the cleaned Data 

 

The nondiacritized, external and transcriptions of data are prepared for data augmentation and training 

processes. The Python code is written for producing all data in this sub-step. 
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  Figure. 4: The Proposed System Architecture 

 

 

B. Data Augmentation 

Several data augmentation methods are used to obtain additional training data based on SASSC dataset. 

We applied Speed-Speech, Noise-Speech injection, and Pitch-Shifting-Speech methods to produce three 

times from original data. A total of 16.8 hours were obtained from the original SASSC training and 

development data. Figure 5 shows the algorithm of the data augmentation processes. The total of the 

new training and development data is 22.4 hours after applying data augmentation. We write a Python 

code for producing the new training data. The performances is analyzed before and after applying the 

data augmentation methods on the testing dataset. 

 

 

Algorithm 1: Applying data augmentation on original SASSC corpus  

Preparing Cleaned Data 

Original Corpus 
External Data 

Data Augmentation 

Files Preparation 

Language Modeling 

Preprocessing 

Hidden States 

 LSTM 

Input Vectors 

  

Encoder 

CNN Layers 

State Sequences 

Decoder 

Recognized Words 

  

 LSTM 

Attention Layer 
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Input: A text file containing list of all audio files and their names and paths. 

Output: All audio files after applying data augmentation methods. 

begin 

      Speed-Target-Path  specify a path for output audio file  // after applying Data Augmentation 

      Noise-Target-Path  specify a path for output audio file  // after applying Data Augmentation 

      Pitch-Target-Path  specify a path for output audio file  // after applying Data Augmentation 

 

      for each line ∈ file do 
data = read_audio_file(line) 

file_name  get_file_name(line) 

// Speed augmentation method 

data_ stretch  librosa.effects.time_stretch(data, 0.8) 

write_audio_file(Speed-Target-Path + ‘\’ + file_name + ‘-speed’, data_ stretch) 

// Noise augmentation method 

noise  random(length(data)) 

data_noise  data + 0.09 * noise 

data_noise  data_noise.astype(data) 

write_audio_file(Noise-Target-Path + ‘\’ + file_name + ‘-noise’, data_noise) 

// Pitch augmentation method 

data_pitch  pitch_shift(data, 16000, 5) 

write_audio_file(Pitch-Target-Path + ‘\’ + file_name + ‘-pitch’, data_ pitch) 

    End For 

End 

 

Figure. 5:  Algorithm  for Data Augmentation 

C. Files Preparation 

Kaldi recipe is used to prepare the data of directories, lexicons, and language model data. According to 

Kaldi-defined, the training and testing data are stored in text files while the utterances are stored in SCP 

format which contains the utterances ID, Feature file. Each utterance has utterance reference that reads 

the binary information from acoustic features. The corpus and collected data are merged in one file to 

present training data for language modeling. In addition, Features are extracted as MFCC vectors in this 

step. 

3.6.2. Language Modeling 

Language model (LM) is trained to build external LM. This LM is called Look-ahead model and used to 

present word based and character-based LMs using RNN-LM and LSTM-LM methods. Whereas, RNN-

LM is used to calculate the probability of the next character depend on all previous words and the prefix 

of the word. While the LSTM-LM is used for predicting the word probability. The prefix tree is used for 

building the character-based LM depending on word-based LM. 

3.6.3. Acoustic Model 

The deep CNN-LSTM network is used to build the acoustic model using Espresso toolkit [36]. CNNs 

are used to get better properties of spectral and temporal invariance and reduce translational variance 

using convolutional filters. Few parameters are utilized in the training network. The LSTM layer is a set 

of RNNs with memory blocks which is used for real-world sequence processing problems. LSTM with 

subsampling is utilized to forward each sentence into different networks and backward it into these 

networks. CNN with 2-dimensional convolution is built to represent the time frame and feature. The 

downsampling is used in the first and third layers. The final layer includes 128 dimensions and 21 
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downsampled frequency features. We stacked the convolution layers for producing the output channels. 

LSTM received the output from the output channels to process the time dependencies learning. In 

addition, this model used the scheduled sampling to determine the minimum probability. For enhancing 

the accuracy the temporal smoothing schema with p = 0.05 was used to make the model able to ignore a 

sub-unit in the transcript depending on beam search errors. 

3.6.4. Decoding (Recognition) 

LSTM with attention-based is used as end-to-end approach for decoding for speech decoding. A 3-layer 

decoder is presented above the hidden states in LSTM. Output vectors are obtained and sent into LSTM 

using attention method. We combined the external LM and shallow fusion to enhance the performance 

and accuracy. In addition, we added the end-of-sentence threshold and coverage methods for improving 

quality of Arabic ASR system.   

 

4. Experimental Results 

4.1. Experimental Parameters 

The results discussed in this section are expressed in terms of two experiments. Firstly, we train 

acoustic model on the original data (training and development). Secondly, we trained acoustic model on 

the augmented data. For original data, we used 4.6 hours as training data and one hour as development 

data. Based on original and augmented data, we used 18.4 hours for training and 4 hours for 

development. The same testing data is used for both experiments, which includes 1.4 hours. 

Experiments are conducted using a machine with GeForce GTX 1060 6GB as GPU, Intel i7-8750H as 

CPU, 16 GB as RAM, and CUDA version 10.0. 

LM is trained using the training and collected data with different epochs 5k as batch size. The best 

evaluation of LM model is obtained in the fifth epoch for original data and tenth epoch for all data. We 

use attention dim= 320, d-model =512 model dimension and d-inner = 1024 inner-layer dimension to 

train CNN-LSTM network. After that, the pooling layer with 512 hidden node and two fully connected 

layers with 48 hidden nodes are added to the training network. In addition, CNN-LSTM is trained with 

different epochs for enhancing accuracy. The best evaluation of the trained model is obtained for 

original data and all data after 400 and 250 epochs, respectively. In recognition process, the fusion 

weight of 0.50 and end-of-sentence threshold of 1.5 are used for integrating with LM model in order to 

improve the accuracy and performance. Finally, the decoding process use beam size with 50. 

4.2. Results Discussion 

This work presented the evaluation results using the proposed models based on original data and all data 

after data augmentation. Word error rate (WER) and character error rate (CER) are employed for both 

employed models based on the evaluation metrics in equations (1) and (2).  

 

        
        

  
                                              ( ) 

 

where I1,  D1, S1, N1 represent insertion, deletion, substitution, and number of words, respectively. 

 

        
        

  
                                                 ( ) 
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where I2,  D2, S2, N2 represent insertion , deletion, substitution, and number of characters, respectively. 

Table 1 shows the results of presented model based on original data before applying data augmentation 

using different epochs. While the results of the employed model based on the original and augmented 

data are resulted in Table 2. 

 
Table 1 Results of the proposed model 

before applying data augmentation 
 

Table 2 Results of the proposed model after 

applying data augmentation 

#epochs CER(%) WER(%)  #epochs CER(%) WER(%) 

35 5.81 15.78  35 5.13 11.63 

50 5.74 15.78  50 4.98 11.31 

100 5.75 15.62  100 4.94 11.07 

200 5.79 15.42  150 4.80 10.87 

250 5.71 15.34  200 4.67 10.63 

300 5.72 15.35  250 4.43 10.41 

350 5.54 15.14  300 4.43 10.41 

400 5.39 14.96  350 4.43 10.41 

450 5.39 14.96  400 4.43 10.41 

500 5.39 14.96     

 

From above results, we note that applying the data augmentation methods led to reduce CER and WER 

compared with the data before applying the data augmentation methods. The overall reduction in WER 

is 4.55% and CER is 0.96%. In addition, the best result of the trained model using all data is obtained in 

the epoch #250 while the best result of the trained model using original data is obtained in epoch #400.  

We conclude the CNN-LSTM with attention methods resulted the best result with fewer epoch with the 

large datasets. The best results of two trained models are summarized using a chart in Figure 6. This 

figure shows the effect of applying the data augmentation on the system’s performance. 

 

Figure. 6: The best results of two trained models 

From the results in Table 1 and Table 2, we conclude the accuracy of proposed model after data 

augmentation better than accuracy before data augmentation in each epoch. In each epoch, the accuracy 

is reduced after applying data augmentation compared with before applying data augmentation. Figure 7 

shows curves to state the gap between the accuracy before applying data augmentation and after 

applying data augmentation in each epoch. 
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Figure 7: The accuracy of two models in each epoch 

 

Our best results are compared with previous works are done by Hagen et al. [37], Ahmed et al. [38], 

Tuka et al. [39], and Eiman et al. [15] using WER. Our results achieved better progress than their best 

results as shown Table 3. 

 
Table 3 Comparison with other Arabic ASR systems.  

System WER 

Hagen et al. [37] 17.00% 

Ahmed et al. [38] 15.81% 

Tuka et al. [39] 18.30% 

Eiman et al. [15] 21.00% 

The proposed System 10.41% 

 

5. Conclusion and Future perspectives 

In this paper, the effect of data augmentation is investigated for Arabic ASR based on end-to-end deep 

learning. SASSC speech corpus is employed in this work. We applied data augmentation on original 

data using adding noise, pitch-shifting, and speed transformation. Acoustic model is built using CNN-

LSTM with attention-based model in end-to-end ASR. The results show that the proposed approach 

after applying data augmentation achieved an accuracy better than original corpus by 4.55% in terms  of  

WER criterion. In future work, we will apply various factors for noise, pitch-shifting, and speed 

transformation and other data augmentation techniques to generate more speech samples, and thus better 

recognition results can be achieved. 
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