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Abstract 

 
Poisson distribution is one of the widely known distribution in the field of probability and statistics by 

statisticians. It has been widely applied in modeling of discrete observations including but not limited to the 

number of customers in a shop within a specified period, the number of accidents occurring within a specified 

time or the number of claims experienced by an insurance company within a specified period of time. Poisson 

regression model has been widely used in events where one response variable is influenced directly by other 

independent variables. One thing about Poisson model is that it is strict on the property of dispersion as it 

assumes that count data is equidispersed which is not the case in practice. By this assumption, the Poisson 

model states that the variance of the count data is equal to the mean which is not practically true. In most 

cases, the variance of real count data is always greater than the mean, a phenomenon described as over 

dispersion. This gives Poisson model a loss in its frequent use in modelling count observations. This paper 

seeks to study the concept of dispersion, how Poisson regression is applied and its possible limitations. A 

deep study of Poisson model is done, its properties up to the fourth moments outlined. A graphical 

representation of its probability density function is drawn from simulated data and its shape noted under 

different rates as it resumes symmetry as the rate increases. A histogram is also presented. An application to 

real data is done in R programing language and proof that Poisson regression is very poor on this analysis 

given. Finally, a counter distribution appropriate for taking care of over dispersion is analyzed and results 

compared. AIC is used to conclude that NB is better than Poisson regression model. 
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1 Introduction 
 

1.1 The poisson process 
 

A Poisson distribution is a counting distribution which has had many uses over time including modeling risk in 

insurance. Because of the simplicity of its properties, the Poisson distribution has been applied to many areas 

especially where events occur at a certain rate with randomness (occurrence not certain) [1].   

 

A simple point process            is a defined discrete sequence of strictly increasing points 0       
        with condition that       as   . The Poisson process is therefore a counting process with 

discrete intervals. 

 

1.2 Poisson process as a limit process 
 

1.2.1 Binomial process 

 

Consider a random variable                     with all n and p positive. Let us also consider another 

parameter     ie taking positive values only as a fixed real number and hence the          . Therefore 

the probability mass function of    will converge to a Poisson Process ( ) probability mass function, as   . 

That means that, for any                we say that: 

 

             
     

  
     (1) 

 

This therefore shows that the Poisson process is a limiting process to Binomial, [1]. 

 

If we consider tossing a coin and recording on a specified duration of time, say , that is (0, ] and we let N (t) be 

the number of events that either heads or tails show up with the relation   
 

 
 slots of time within the specified 

interval, N (t) will give us the number of heads within n number of flips of the coin. As a result, we have a 

conclusion that                    where we define    . Therefore: 

 

       

 
 

 
    

        (2) 

 

We can freely conclude that as      the probability mass function of      will exhibit convergence to a 

Poisson Distribution with a revised rate of   . 
 

2 The Poisson Distribution 
 

2.1 Construction 
 

We consider a time interval   and a specified number of events occurring within the interval, say   independent 

and identically distributed events. This means that the occurrence of one event does not necessarily influence by 

any means the chances of occurrence of another event in the series. We also suppose that the probability of 

occurrence of one event within a small change in time    is given as: 

 

                    (3) 

 

Where   is a constant. 
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The no event probability is then obtained as follows, 

 

                     (4) 

 

And the probability of no event in time interval       is calculated as follows: 

 
 

  
                    

(5) 

 

By integration we obtain: 

 

                (6) 

 

We then generalize the result through procedure of integration and substitution to find that      and therefore  

 

                 (7) 

 

according to [2]. 

 

Then the probability mass function of a random variable   following a Poisson distribution is: 

 

If               where   is the parameter and range             , is given by: 

 

         
     

  
        

           

  

(8) 

 

2.2 Properties of poisson distribution 
 

The important properties under study here include the mean and variance of Poisson distribution. 

 

The mean of a Poisson random variable   is given by: 

 

               

 

   

 
  (9) 

 

While the variance of the Poison Random variable   is given as: 

 

                 

 

   

 
(10) 

 

Therefore, it is evident that the mean and variance of a Poisson random variable is equal. This limits its 

applicability to equidispersed data which is rare to find. 

 

Skewness is given as: 

 

     
  
  

  
 

 
 
 

  
  
  

(11) 

 

The Kurtosis is given as: 
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=      

 

The characteristic function is given as: 

 

          
      (13) 

 

Finally, the moment generating fuction is given as: 

 

           
       (14) 

 

 

As given by [3] and [4]. 

 

 
 

Fig. 1. The PDF of Poisson Distribution under different   from Red=1 down to Green=6. The graph 

becomes more symmetrical when the value of the parameter increases 

 

3 Dispersion of Count Data 
 

3.1 Meaning of dispersion 
 

We experience the occurrence of count data in many fields in lives today. These data refer to how many 

complete number of times an event occurs within a certain fixed period of time. This can include the number of 

times passengers arrive in train station for travels within a day or the number of patients admitted in a hospital 

within a period of one hour. Also, the number of accidents occurring in a certain road within a period of one 

hour. These are examples of count data because they are discrete data, [5]. 

 

In most cases, there is always the need to investigate the relationship between the variables in count data. We 

can limit our arguments to count data arising from the number of accidents occurring within a given time 

interval [6,7]. We ask ourselves a question, how does reckless driving and condition of the vehicle cause 

accidents? In this case where there is presence of co-variates, we model using Poisson regression as shown: 

 

 

             
     (15) 

  

Where the   are covariates. 



 

 
 

 

Bektashi et al.; AJPAS, 19(2): 18-28, 2022; Article no.AJPAS.90375 
 

 

 
22 

 

Poisson regression is a classical regression model that belongs to a class of generalized linear models, [8]. As a 

result the Poisson regression models the conditional mean from the data available, count data, through a set of 

covariates as shown above. 

 

Remarks. 

 

Although Poisson model is used in modelling count data, its used is limited to be applied to real data only 

because of its practical limitation of exhibiting equidispersion property,[9]. This means that its mean and 

variance are equal which may not be true in a practical situation. Real data do not exhibit equality in the mean 

and variance, [5]. 

 

3.2 Overdispersion 
 

In a Poisson process, where a random variable Y follows a Poisson distribution, overdispersion occurs when 

there is inequality in the first two moments. When the variance(Y) > Mean (Y). According to a Poisson process, 

this is not true because the variance and the mean of a Poisson random variable is equal, [10]. Normally, it is 

always considered that the rate   is a constant over the period of time in a Poisson regression for covariates. In 

the event that the rate becomes a function of time, a non-stationary Poisson process is experienced, [11]. 

Overdispersion can as well be caused by heterogeneity and contagion, [10]. 

 

 
 

Fig. 2. (a) and (b) shows Poisson process count data with             in that order. As rate increases, 

the process becomes more symmetrical. (The two are generated simulated in R) 

 

3.3 Underdispersion 
 

In situations where the Poisson process random variable Y has mean smaller than the variance, we talk about 

underdispersion. Modelling such data with inappropriate models can give misleading results, [12]. 

 

4 Application to Real Life data and Remedies of Dispersion 
 

Poisson distribution has been ineffective in the modelling of real count data because of errors associated with 

the final results as seen above. This demonstration has been done in R programming language with the 

following packages: stats, MASS, dplyr, ggplot2 and GlmSimulatoR. A generation of data following the 

distributions discussed is done using respective commands. Each graph is exported from the program for 

presentation. 
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4.1 Poisson regression model 
 

Consider a sample of n observations of                in which the random variables follow a Poisson 

distribution,          in which    is the mean in the i-th observation and is as well the variance which both 

depend on some variables, independent variables x. We then have a model:  

 

      
      (16) 

 

Where the left hand side must be non-negative while the right hand side can take any real number. That makes it 

a disadvantage. Therefore to solve this problem, we introduce a link function     by taking the logarithm of the 

mean as follows: 

 

                   (17) 

 

The logarithm transforms the mean of the Poisson regression model which becomes linear. Together with the 

link, the linear model obtained is therefore: 

 

           
         (18) 

 

This is the linear model that has   as coefficient and the x as the independent variables. An interpretation of this 

is that the coefficients represent the expected change in the         per unit change in x. the multiplicative 

model can be obtained by further solving equation 18 above by taking the exponents of both sides as follows: 

 

          
        (19) 

 

Therefore the coefficient         brings about a multiplicative effect which gives the model an advantage 

therefore solving our problem. 

 

We apply this regression analysis in R data package dataset on warpbreaks. This is a dataset containing three 

variables with breaks as the response variable and tension and wool as the independent variables. The data gives 

the number of warp breaks per loom which corresponds to a fixed length of yarn. A descriptive statistics is 

studied and glm fitted. 

 

Estimation of Parameters. 

 

For a model with a single covariate, the Maximum Likelihood estimation method of parameter estimation is 

used for both Poisson regression model and negative binomial regression model as follows: 

 

The likelihood is obtained and maximized: 

 

We let: 

 

            

 

   

 

 
 

  
         

(20) 

 

We show that this derivative is maximum by taking the second derivative as follows: 

 

 
  

   
         

(21) 

 

Therefore the value of the covariate   is maximum. 

 

The    is an unbiased estimator of  : 
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E[  ] =   and the variance is obtained as follows: 

 

           
   

   
    

(22) 

 

This is evaluated at     . 
 

This is known as Cramer-Rao Lower Bound, [13]. 

 

The 95% confidence interval for the covariate   is thus obtained as follows: 

 

                                     
(23) 

 

As outlined by [13]. 

 

 
 

Fig. 3. A histogram of the number of breaks 

 

Table 1. Poisson regression results still showing signs of data overdispersion. The ratios of deviance to 

degrees of freedom greater than 1 
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From the table, we see that obviously the model doesn’t fit the data. The deviance and Pearson’s Chi-Squared 

are both in 200’s. To estimate the scale parameter by assuming that the variance is proportional and not equal to 

the mean, we obtain extra-Poisson variation as: 

 

 
 

We see that the variance if far much larger than the mean. 

 

4.2 Negative binomial regression model 

 

The reason why the negative binomial is used is because of the additional parameter. It is a generalization to 

Poisson regression model except for the presence of the extra parameter,   and is used to model real data with 

overdispersion including the error/disturbance term, [14,15]. Therefore, the negative binomial is of the 

following form: 

 

                                        (24) 

 

Where     is the error term or disturbance term, [16]. 

 

Table 2. Negative binomial regression results 

 

 
 

5 Interpretations of the Results 
 

5.1 The AIC 
 

The Akaike Information criteria for the two models are as follows. 

 

Table 3. Akaike Information Criteria for the models 

 

S. No. Model AIC 

1. Poisson 493.06 

2. Negative Binomial 408.76 
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The AIC helps us to know which model among the two describes the pattern of the data well. Normally, the one 

with the lowest value is picked. As far as the AIC is concerned, the Negative Binomial regression model is 

better than Poisson regression model. 

 

5.2 The deviance 
 

The deviance is divided into two, the null and the residual deviance. The null deviance tells us how much we 

can rely only on the intercept as a predictor of the response variable. The residual deviance shows how much we 

can rely on the intercept together with all the variables as predictors of the response variables. The higher the 

difference between the two the better. 

 

Fisher scoring algorithm shows the number of iterations before the model stops. 

 

6 Conclusion 
 

As seen in this paper, the Poisson model assumes that the variance and the mean of count data is equal, meaning 

that the data is equidispersed. It has been proven through application and comparison that when Poisson 

distribution is used in modelling count data, very incorrect inferences is made with wrong conclusion as it seems 

to underestimates parameter. Akaike Information Criterion has also been used to provide this proof by 

comparing it with the binomial. Therefore when we prove this, we don’t claim perfection. We therefore hope 

that other better models like NB model and its mixtures be used in modeling count data. 

 

7 Recommendations 
 

We therefore recommend that the study be expanded to provide more regression models that best captures the 

count data with minimum possible error. These distributions can be obtained through mixtures of other heavy 

tailed and flexible models that can provide better fit for the data. 
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APPENDIX 
 

The R codes for both regression analysis for the two models are enclosed here  

 

For the Poisson and Negative Binomial regression: 

 

 
 

For the Poisson probability mass function with increasing values of \zeta ( ) 
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