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Abstract 
To address the prominent problems faced by customer churn in telecom en-
terprise management, a telecom customer churn prediction model integrating 
GA-XGBoost and SHAP is proposed. By using the ADASYN algorithm for 
data processing on the unbalanced sample set; based on the GA-XGBoost 
model, the XGBoost algorithm is used to construct the telecom customer 
churn prediction model, and the hyperparameters of the model are optimized 
by using the genetic algorithm. The experimental results show that compared 
with traditional machine learning methods such as GBDT, decision tree, 
KNN and single XGBoost model, the improved XGBoost model has better 
performance in recall, F1 value and AUC value; the GA-XGBoost model is 
integrated with SHAP framework to analyze and explain the important fea-
tures affecting telecom customer churn, which is more in line with the tele-
com industry to predict customer the actual situation of churn. 
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1. Introduction 

With the booming development of information technology and mobile networks, 
the competition in the telecommunication industry is becoming increasingly se-
vere. It is known that the cost of developing a new subscriber is 5 - 6 times high-
er than the cost of retaining an existing customer [1], and the choice of the sub-
scriber determines the development of the company, therefore, the ability to 
successfully predict churn and effectively reduce it has become an important 
concern for the telecommunication industry. It is necessary for telecommunica-
tion companies to build a model that can accurately predict the tendency of cus-
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tomers to churn in a certain period of time in the future and take appropriate 
measures to solve it. 

In recent years, for the telecommunication customer churn prediction prob-
lem, scholars at home and abroad have been using data mining techniques to 
analyze and establish customer churn prediction models and apply classification 
algorithms to the field of telecommunication customer churn, which is of great 
practical significance for telecommunication companies to tap effective custom-
ers. In China, Qian et al. [2] improved the support vector machine by introduc-
ing a cost-sensitive function and used different penalty coefficients on the objec-
tive function to incorporate different misclassification costs into the modeling 
process for the study of telecommunication customer churn prediction. The li-
terature [3] introduced kernel principal component analysis (KPCA) to custom-
er churn prediction and proposes a corresponding feature extraction algorithm. 
The literature [4] gives a pruned random forest approach and proposes an effec-
tive random forest similarity matrix-based variance estimation based on the de-
gree of variance of important factors affecting the stability of the combined clas-
sifier. Wang [5] used a real dataset of a provincial telecom operator as a research 
object, preprocessed the data and used PSO-BP neural network for customer 
churn prediction by data equalization based on AdaCost algorithm and feature 
selection based on Relief filtering method, and proved the feasibility of the algo-
rithm for operator customer churn management work. In foreign countries, 
Veronikha Effendy et al. [6] used combined sampling and weighted random 
forest to deal with imbalanced data in customer churn prediction. Ammar A.Q. 
Ahmed [7] used a hybrid firefly algorithm based approach for churn prediction 
of large telecommunication data, using firefly algorithm for identifying optimal 
solutions and combining simulated annealing algorithm with firefly algorithm 
for optimization. Awnag et al. [8] proposed a regression based churn prediction 
model to identify customer churn by using multiple regression analysis, this 
technique uses customer feature data for analysis and provides good perfor-
mance. Sara Tavassoli et al. [9] proposed three hybrid integrated classifiers based 
on bagging and boosting, the proposed method can be applied not only for cus-
tomer churn prediction but also for any other binary classification algorithm ap-
plication. 

Although the above studies have contributed to telecommunication customer 
churn prediction, due to the complexity of machine learning models, there is no 
rational explanation of the model, and only the importance of a feature can be 
judged in terms of the importance of the features affecting customer churn, and 
it cannot explain how the feature affects the prediction results. In order to solve 
the above problems, this paper tries to establish a telecom customer churn pre-
diction model that integrates SHAP and the improved XGBoost algorithm, and 
hyper-parameter tuning of the parameters of XGBoost model by genetic algo-
rithm. SHAP can explain and analyze various factors affecting telecom customer 
churn and provide corresponding information for telecom companies to adopt 
corresponding policies. 
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2. Construction of Telecom Customer Churn Prediction  
Model 

2.1. Overall Process of Customer Churn Prediction Model  
Construction 

The overall flowchart of telecom customer churn prediction model construction 
is shown in Figure 1. In this paper, we use the common dataset of customer 
churn of a telecom company on Kaggle website, analyze and process the abnor-
mal values and missing values in the dataset, extract features from the dataset, 
and use ADASYN algorithm to process the data imbalance problem, and then 
construct the telecom customer churn prediction model by XGBoost, decision 
tree, K-nearest neighbor, GBDT and LightBGM, extreme forest algorithm to 
construct the telecom customer churn prediction model, and obtain the optimal 
model by comparing the corresponding evaluation indexes, then use genetic al-
gorithm to intelligently optimize the optimal model to obtain the final model, 
and finally use SHAP framework to interpret and analyze this customer churn 
prediction model. 

2.2. XGBoost Algorithm 

XGBoost (Extreme Gradient Boosting) is an algorithm based on GBDT, which 
was proposed by Chen in 2016 [10]. It is optimized for GBDT and can effectively 
handle the relationship between data. For example, it optimizes the loss function 
by using the second-order Taylor formula expansion to improve the computa-
tional accuracy, simplifies the model by using regular terms to avoid overfitting, 
and uses Blocks storage structure for parallel computation [11]. The XGBoost 
algorithm is shown in Equation (1). 

 ( )
1

,
K

i k i k
k

y f x f F
=

= ∈∑                        (1) 

where iy  denotes the predicted value of XGBoost output, ix  denotes the i-th 
input sample, taking values in the range [1, K], kf  denotes the k-th classification  
 

 
Figure 1. General flow chart of telecom customer churn prediction model. 
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regression tree, and F denotes the classification regression tree space. The XGBoost 
objective function can be composed of a loss function and a regularization term. 
The specific objective function is shown in Equation (2), where ( )L ϕ  is the 
loss function of the predicted value and the true value; Ω  is the penalty to the 
model complexity, i.e., the regularization term of the objective function, and the 
specific regularization term is shown in Equation (3); Y and λ  denote the term 
coefficients of the regularization, and T denotes the number of leaf nodes of the 
k-th tree. 

( ) ( ) ( )
1 1

,
n K

i i k
i k

L l y y fϕ
= =

= + Ω∑ ∑                     (2) 

( ) 21
2kf YT λ ωΩ = +                        (3) 

Minimize the loss function of the optimized XGBoost with the regularization 
term, as shown in Equation (4). 
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For the objective function use the second-order expansion of Taylor’s formula 
and simplify it as shown in Equation (5), where ig  is the first-order derivative 
of ix  and ih  is the second-order derivative of ix . 

( )( ) ( ) ( )2 2

1 1

2

1

1 1
2 2

1
2j j

n T
t

i t i i t i j
i j

T

i j i j
j i I i I

L g f x h f x YT

g h YT

ϕ λ ω

ω λ ω

= =

= ∈ ∈

 ≅ + + +  

    
 ≅ + + +           

∑ ∑

∑ ∑ ∑
          (5) 

Derivative of ω  and making the derivative zero, the ω  minimizes the ob-
jective function can be found as shown in Equation (6). 
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( )minL ϕ  is the minimum value of the objective function, the smaller the value, 
the better the tree model, corresponding to the minimum value of the objective 
function as shown in Equation (7). 
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Calculate the score of the split node of the tree model as shown in Equation 
(8). 
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2.3. Genetic Algorithm 

Genetic Algorithm (GA) is a stochastic global optimization and search method 
that obtains the output optimal solution by inputting an objective function and 
constraints, drawing on Darwin’s biological evolution and Mendel’s genetic me-
chanism [12]. The genetic algorithm simulates the replication, crossover, and 
mutation occurring in natural selection and heredity according to the law of evo-
lution of organisms in nature, and starts from any initial population, and through 
random selection, crossover, and mutation operations, produces a group of in-
dividuals better suited to the environment, evolves the population to a better re-
gion in the search space, and so on from one generation to another, and finally 
converges to a group of individuals best adapted to the environment, and to ob-
tain the optimal solution of the problem [13]. As a relatively mature algorithm, 
genetic algorithm can be applied in the fields of function optimization, combi-
natorial optimization, and shop floor scheduling. 

2.4. GA-XGBoost Algorithm 

The XGBoost model suffers from many parameters, slow convergence, and large 
influence of parameters on model prediction results, while the traditional grid 
search for hyperparameter tuning suffers from low accuracy and long running 
time. Therefore, this paper proposes a GA-XGBoost model combining genetic 
algorithm and XGBoost model, and uses the global search capability of genetic 
algorithm to optimize the tuning parameter selection for XGBoost, and uses 
AUC as the fitness function to adjust the index. 

The GA-XGBoost optimal hyperparameter combination is the optimal num-
ber of chromosomes output by the genetic algorithm when the number of iterations 
meets the termination requirement. For the telecom customer churn prediction 
model, three parameters, n_estimators, learning_rate, and max_depth, are opti-
mized and initialized by the genetic algorithm. The optimal parameters are ob-
tained by using the genetic algorithm to obtain a new generation of population, 
for which the parent population is replicated, crossed, and mutated, and then the 
best individuals are replaced by the worst individuals by calculating the fitness 
values of the offspring population. The GA-XGBoost algorithm is shown below: 

 
GA-XGBoost algorithm 

Input: Iterations per Time Step T, parameter number N, population size P, Number of 
excellent individuals M 
Output: optimal paramrters 
1. Initialize( 1 2, , ,i i iNθ θ θ ) 
2. while termination condition is not met do 
3. AUC on the XGBoost model  
4. Calculate fitness  
5. Select the optimal parameters according to fitness value  
6. GA(T, N, M, P)  
7. Produce new parameters  
8. end while 
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2.5. Interpretability of the Integrated SHAP Model 

SHAP (Shapley additive explanations), an explanatory framework proposed by 
Lundberg, is an important approach from game theory [14]. For each prediction 
sample, the model produces a prediction value, and SHAP can calculate the 
Shapley value of each feature to reflect the contribution of each feature to the 
overall model prediction. SHAP interprets the prediction value of the model as 
the sum of the Shapley values of each input feature on the magnitude and direc-
tion of the role of individual features under the full sample, thus explaining the 
results of the model [15]. 

Suppose ix  is the i-th sample, where the j-th feature of ix  is ijx , iy  is the 
predicted value of the model for this sample, the mean value of the target varia-
ble of all samples, i.e., the baseline value of SHAP is basey , and ( )ijf x  is the 
SHAP value corresponding to ijx , then the SHAP value is: 

( ) ( ) ( )1 2i base i i iky y f x f x f x= + + + +                 (9) 

The interpretability of machine learning algorithms is currently a hot topic in 
artificial intelligence research, and the GA-XGBoost model is poorly interpreta-
ble as a black-box model due to the high complexity of the integrated learning 
model. To solve the problem of poor interpretability of the GA-XGBoost model, 
the SHAP framework is introduced to interpret the results reliably, and the 
SHAP framework has powerful visualization functions and possesses the ability 
to display the interpreted results of model predictions, which is widely applied to 
interpret more complex classification and regression models [16]. Meanwhile, 
the traditional feature importance ranking can only determine the importance of 
a feature and does not explain how the feature affects the prediction results, 
while the greatest advantage of SHAP value is the ability to explain and analyze 
the degree of influence of each feature, and also to reflect the positive and nega-
tive influence of each feature. 

3. Experimental Analysis 
3.1. Experimental Data and Its Preprocessing 

The experimental data in this paper originates from the data of a telecom com-
pany on the Kaggle platform. There are a total of 4025 customer samples in the 
data training set, of which each sample includes 20 feature attributes, consisting 
of several dimensions of label information affecting customer churn characteris-
tics and whether the user is finally lost, and the basic information of the dataset 
is shown in Table 1. The analysis reveals that the dataset is seriously unbalanced, 
in which there are 589 pieces of data of customer samples that have been lost 
and 3652 pieces of data of customer samples that have not been lost, as shown in 
Figure 2. 

For continuous features in the dataset, the features are normalized by remov-
ing the mean and scaling variance; for discrete features in the dataset, one-hot is 
used for solo-hot coding when there is no size relationship, and numerical map-
ping is used when there is a size correlation between attributes. 
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Table 1. Basic information of the dataset. 

Symbols Description 

State 2-letter code of the US state of customer residence 

Account_length 
Number of months the customer  

has been with the current telco provider 

Area_code 
string = “area_code_AAA”  

where AAA = 3 digit area code 

International_plan The customer has international plan 

Voice_mail_plan The customer has voice mail plan 

Number_vmail_messages Number of voice-mail messages 

Total_day_minutes Total minutes of day calls 

Total_day_calls Total number of day calls 

Total_day_charge Total charge of day calls 

Total_eve_minutes Total minutes of evening calls 

Total_eve_calls Total number of evening calls 

Total_eve_charge Total charge of evening calls 

Total_night_minutes Total minutes of night calls 

Total_night_calls Total number of night calls 

Tal_night_charge Total charge of night calls 

Total_intl_minutes Total minutes of international calls 

Total_intl_calls Total number of international calls 

Total_intl_charge Total charge of international calls 

Number_customer_service_calls Number of calls to customer service 

 

 
Figure 2. Distribution diagram of customer churn labels. 

 
Due to data imbalance, this experiment uses the ADASYN method for over-

sampling, which is a modified version of SMOTE, by assigning different weights 
to samples from different minority classes and thus obtaining different numbers 
of samples, while taking into account the majority of the sampled samples and 
setting an adjusted hyperparameter d, i.e., a threshold. The distribution of the 
data is improved by generating synthetic samples to reduce the bias caused by 
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class imbalance and by adaptively adjusting the classification boundaries to dif-
ficult instances. 

3.2. Evaluation Index 

In the field of telecom customer churn, the learning metrics for assessing tele-
com customer churn were not limited to Accuracy for assessment, but were se-
lected to focus on positive examples, where Accuracy, Recall, Precision, F1-score 
metrics were derived from the confusion matrix, as shown in Table 2.  

The evaluation metrics used in the telecom customer churn prediction prob-
lem are accuracy, precision, recall, F1-score, and AUC. The specific formulas for 
the above evaluation metrics are shown in the following order. 

TP TNAccuracy
TP TN FN FP

+
=

+ + +
                  (10) 

TPRecall
TP FN

=
+

                        (11) 

TPPrecision
TP FP

=
+

                       (12) 

2 precision recallF1-score
precision recall
∗ ∗

=
+

                   (13) 

3.3. Experimental Results and Analysis 

The paper selected six classification models, XGBoost, LightGBM, DecisionTree, 
KNN, GDBT, and ExtraTrees for comparison, and selected Accuracy, AUC, Re-
call, Precision, F1-score as the evaluation indexes of the models, and the ROC 
comparison results of each classification model are shown in Figure 3.  

After the experimental comparison, it was found that XGBoost reached 0.9477 
in terms of AUC, which is significantly higher than other models, and therefore 
is the optimal model. The iterative results of the genetic algorithm for hyperpa-
rameter tuning are shown in Figure 4. The final approximate optimal solution is 
n_estimators = 55, learning_rate = 0.18, max_depth = 4. 

The XGBoost model with hyperparameter tuning by genetic algorithm is de-
fined as GA-XGBoost, where the confusion matrix of GA-XGBoost model is 
shown in Figure 5, and the ROC comparison between GA-XGBoost and XGBoost 
is shown in Figure 6, from which it can be seen that GA-XGBoost improves 1% 
in AUC compared to XGBoost model and the AUC value is basically above 0.90. 

 
Table 2. Confusion matrix. 

Actual value 
Predictive value 

Churn Not Churn 

Churn TP FN 

Not Churn FP TN 
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Figure 3. Comparison results of each classification model. 

 

 
Figure 4. Optimization iteration results of genetic algorithm. 

 

 
Figure 5. GA-XGBoost confusion matrix. 

 
As can be seen from Table 3, the AUC values of KNN and ExtraTrees are rel-

atively low and still need to be improved. The improved GA-XGBoost has an F1 
value of 78%, an accuracy of 93.1%, and an AUC value of 95.61%, all of which  
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Figure 6. ROC comparison of GA-XGBoost and XGBoost. 

 
Table 3. Comparison results of different model. 

Classifier Precision Recall F1-score Accuracy AUC 

XGBoost 0.7037 0.8492 0.7696 0.9286 0.9477 

LightGBM 0.5730 0.8771 0.6932 0.8910 0.9393 

DecisionTree 0.9111 0.8547 0.7234 0.9082 0.9111 

KNN 0.2430 0.5363 0.3345 0.7004 0.6501 

GBDT 0.6446 0.8715 0.7411 0.9145 0.9350 

ExtraTrees 0.2838 0.8212 0.4218 0.6839 0.8335 

GA-XGBoost 0.7059 0.8715 0.7800 0.9310 0.9561 

 
are slightly higher than the other six models, and the AUC values are basically 
above 0.90. The performance of the GA-XGBoost model proposed in this paper 
is obviously superior. 

4. Explanatory Analysis of the Model Based on SHAP 

SHAP feature importance, i.e., the degree of contribution of each feature to en-
hance the overall model predictive power, provides a more direct representation 
of the degree of influence of the feature on the model. The focus of this chapter 
focuses on the explanatory analysis of model prediction results for telecommu-
nication customer churn based on the SHAP framework [17]. 

Figure 7 shows the SHAP summary diagram of telecom customer churn fea-
tures using the SHAP model, where the horizontal coordinate is the SHAP value, 
each line of the vertical coordinate represents a feature variable, and each point 
represents a sample, red represents a large feature value and blue represents a 
small feature value. The SHAP value is zero as the middle dividing line, for the 
left side of the dividing line is blue, the middle is purple and the right side is red, 
it means that the feature has positive contribution to customer churn; for the left 
side of the dividing line is red, the middle is purple and the right side is blue, it 
means that the feature has negative contribution to customer churn. 
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Figure 7. SHAP feature analysis summary diagram. 

 
Through the SHAP values of some features in Figure 7, the analysis of their 

contribution shows that voice_mail_plan, total_intl_calls are more obviously 
negatively correlated, that is, the higher the value taken the lower the likelihood 
of model output churn. Customer voicemail plans are the most important fea-
ture of customer churn given by SHAP, and the higher number of customers 
subscribed to voicemail plans in the figure can determine that more effective 
customers can be retained if the telecom company increases the discount on 
voicemail plans. The higher number of international calls also reflects the cus-
tomer’s dependence and trust in the telecom company. The contribution of 
number_customer_service_calls, total_eve_minutes and total_intl_minutes has a 
significant positive correlation, i.e., the higher the value, the higher the likelih-
ood of model output churn. The number of calls to customer service reflects the 
current level of customer dissatisfaction with the telecom network, and the in-
crease in total_intl_minutes increases the related tariffs and leads to the likelih-
ood of customer churn, which is very helpful for the telecom industry to adjust 
and improve their sales policies and services. 

In the SHAP feature analysis effect plot, base_value is the mean value of the 
telecom customer churn prediction model. The red range indicates that the fea-
ture contributes positively to telecom customer churn, and the blue range indi-
cates that the feature contributes negatively to customer churn. Figure 8 shows  
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Figure 8. Predicted SHAP characteristic analysis effect diagram of non-churn customers. 

 

 
Figure 9. Total_day_minutes SHAP scatter plot. 

 
the effect plot of SHAP feature analysis for a customer predicted to be a non- 
churning customer. The SHAP values for the number of voicemails and the total 
minutes of calls during the night are 38.0 and 207.7, respectively; the customer 
has a voicemail plan, the number of calls per day and the total minutes of calls 
per day are −1.0, −61.0 and −213.7, respectively. Finally, the model prediction 
for the first data in this test set is −3.43, which means that it is more likely to be 
non-churning and it is predicted to be non-churning customers due to reasons 
such as longer total minutes of calls in a day, more calls in a day, still using the 
voicemail plan, etc. Eventually, through the calculation of the self-attention layer, 
the short-term behavioral history sequence of the user is converted into a deeper 
representation that reflects the short-term interest mu t of the current user. 

In the SHAP scatter plot in Figure 9, total_day_minites reflects the process of 
customer churn, showing a V-shaped trend of “up-down-up”, i.e., the total 
number of minutes of calls per day is in the range of 150 - 250 minutes, and the 
model output has a low churn rate. In this paper, we believe that these customers 
are more willing to continue to use the package of the telecom company because 
their usage time is relatively stable, while those who have more than 250 minutes 
a day may choose a more cost-effective telecom package due to their higher daily 
usage, i.e., they are more likely to churn. 
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5. Conclusions 

To address the problem of telecom customer churn prediction, a model com-
bining genetic algorithm and XGBoost algorithm is proposed in this paper, and 
the SHAP framework is used to supplement the model interpretability. The fac-
tors affecting telecom customer churn are analyzed using the proposed method, 
and the main factors affecting telecom customer churn are identified as the 
length of calls per day, the number of calls per day, and whether to subscribe to a 
voicemail plan, etc. Through the analysis, it is found that customers with longer 
and more frequent daytime calls are easier to retain, and this group may be de-
pendent on the telecom industry due to their work demands, and telecom com-
panies can offer daytime call packages with appropriate discounts so as to retain 
more and more valuable users. 

Although the GA-XGBoost algorithm proposed in this paper achieves better 
results in terms of evaluation indexes compared with traditional machine learn-
ing algorithms, there are still shortcomings, as the model uses genetic algorithm 
for parameter optimization, which leads to long running time in the process of 
finding optimal parameters. The next step will be to combine the feature selec-
tion method to filter the features of the model and remove the redundant fea-
tures in order to reduce the prediction time of the telecom customer churn 
model, which will be the research direction after this topic. 
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